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Introduction

This book surveys the history and architecture of 8-bit microprocessors. We actually start with a look at a strange 1-bit processor, look at 4-bits and 8-bits, then 12 bit micros. The 16-bit processors will be the subject of another book. Four and eight bit processors are still manufactured and used. This book is not an exhaustive view of the field, but the major players are covered.

There is a review of computer architecture, binary math, and digital logic that you can skip, if you are familiar with these topics.

The evolution of the 8-bit processors is a history of the advance of semiconductor technology from the first transistors, to the breakthrough of multiple transistors on a chip, the integrated circuit. A lot of this happened when the “Silicon Valley” of northern California was mostly known for its citrus crops. The tools that made all this happen were large mainframe computers with vacuum tube technology, punched card input, and memory drums with the staggering capacity of a thousand words. The growth of the integrated circuit shows what Gordon Moore observed was an exponential growth law: the complexity increased about every 18 months. Naturally, this growth rate is not sustainable forever. But, in the age of multi-core 64-bit microprocessor systems on a chip, so far, so good.

The figure of merit or metric used for a chip’s complexity is the number of transistors incorporated in the chip. This makes some sense, because a transistor is a switching element, and the complexity is related to the number of switching elements. Another figure of merit is the number of (logic) gates, which can use a transistor or two. This is all like the rating of a car’s engine in horsepower, even though there’s no horse. Back when steam engines were being developed, engineers related to the number of horses they could replace.

What is an 8-bit processor, anyway? In general, we consider the width of the registers and arithmetic logic unit, the internal data bus width. The external data bus may be different. The width of the address bus may also be larger than the word size. There are exceptions to the rules. An 8-bit processor can handle 16-bit data, even floating point data.

Complexity has to go somewhere. There are a certain minimum numbers of things the processor has to do. Implementing these in hardware makes the device more complex, and harder to manufacture and test. Moving some of the complexity to software will work, but then requires more memory resources.
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**Computer Architecture**

A *computer* performs arithmetic and logic functions on data, and provides flow of control. The arithmetic functions we would like to have performed are additional, subtraction, multiplication, and division. Actually, as we will see later, if we can subtract, we can do any of these operations. Multiplication can merely be repeated addition. The logical operations on binary data include inversion, AND, OR, Exclusive OR, and derivative functions such as Negated-AND (NAND), Negated-OR (NOR), and Negated-exclusive OR (NXOR). Actually, for two binary symbols, there are 16 possible functions. Only some of these have names (and are useful). As with the mathematical functions, some can be represented as combinations of others. We’ll look at mathematical and logical functions applied to binary data, and how the mathematical functions can be expressed in terms of the logical ones.

The *Von Neuman Architecture* says there is no distinction between the code and the data. This was an observation by John von Neumann of the Institute for Advanced Studies at Princeton University. While consulting for the Moore School of Electrical Engineering at the University of Pennsylvania, von Neumann wrote an incomplete “First Draft of a Report on the EDVAC” (computer). The paper described a computer architecture in which the data and the program are both stored in the computer's memory in the same address space. Before this, it was the custom to have separate code and data storage (the Harvard architecture), and they were not necessarily the same size or format. Von Neumann observed that the code is also data. Most modern microprocessors are this style. For speed, especially in digital signal processors, designers revert to the older Harvard architecture, with separate code and data stores, as this gives a speed-up in accessing from memory. In Harvard architecture, it is difficult to have self-modifying code, which is a good thing from the debugging standpoint.

**The fetch/execute cycle**

This section discusses how an instruction gets executed. The basic process is referred to as the *fetch/execute cycle*. First the instruction is fetched from memory, and then the instruction is executed, which can involve the fetching and writing of data items.

Instructions are executed in steps called *machine cycles*. Each machine cycle might take several machine clock times to complete. If the architecture is pipelined, then each machine cycle consists of a stage in the pipeline. At each step, a memory access or an internal operation (ALU
operation) is performed. Machine cycles are sequenced by a state machine in the CPU logic, driven by a clock source.

A register called the program counter contains the location in memory of the next instruction to be executed. The contents of the program counter get automatically updated as the instruction executes. The address of the next instruction to be executed (not necessarily the next adjacent instruction) is put in the program counter. A register is a temporary holding memory for data, and is part of the CPU. At initialization time (boot), the program counter is loaded with the location of the first instruction to be executed. After that, it is simply incremented, unless there is a change in the flow of control, such as a branch or jump. In this case, the target address of the branch or jump is put into the program counter.

The first step of the instruction execution is to fetch the instruction from memory into a special holding location called the Instruction Register. At this point, the instruction is decoded, meaning a control unit figures out, from the bit pattern, what the instruction is to do. This control unit implements the ISA, the instruction set architecture. Without getting too complicated, we could have a flexible control unit that could execute different ISA’s. That’s possible, but beyond the scope of our discussion here.

With the instruction decode complete, the machine knows what resources are required for instruction execution. A typical math instruction, for example, would require two data reads from memory, an Arithmetic Logic Unit (ALU) operation, and a data write. The data items might be in registers, or memory.

The ISA for a processor defines its basic machine language instructions. Each machine language instruction maps into one or more microinstructions in the control unit. The software view of the CPU is the ISA. If we want to program the CPU, we write a series of machine code instructions. We got a pad, a pencil, a list of the instructions, and a schematic of the CPU. Trust me when I say this was a complicated, error-prone, difficult task. There were no tools to help. The chip manufacturers manipulated silicon, and didn’t get into the software business. Hardware engineers were used to wiring something together and getting it to work. They didn’t see the point of “software.”

But, eventually, early programmers coded up (manually) a useful tool, called the assembler. It could translate a higher-level abstracted view of the processor into machine language, and do the bookkeeping on resources. Major advances, higher level languages such as FORTRAN and COBOL, were in the future. Other tools were developed to prepare the machine code for implementation in a ROM. Things were looking up. Of course, you kept your machine language program written neatly on a lined pad. Electronic storage? What electronic storage?

If you actually wanted to solve a real problem, assembly language was not an easy solution. The first BASIC compiler allowed one to approach the problem solution from an algebraic and procedural point of view. But, it abstracted away the underlying hardware details. In theory, a BASIC program for one machine could be re-compiled for another, and be expected to work.
Let’s go back a second to an even more obscure topic in machine programming, the microcode. We said that machine instructions were translated into a series of steps (think, fetch-execute) that the CPU preformed. A fetch was a memory read of the instruction. An execute operation could involve operand fetches, various logical and math operations, and possibly a memory write of the results. Status flags need to be set. Interrupts need to be tended to. The state machine of the instruction decoder/controller unit is complex. If it is hard-wired logic, there’s nothing we can do to change it. BUT, if the instruction decode and execution sequencing is controlled by a ROM memory look-up, well…. we can change the response of the controller to an instruction’s bit pattern. If we dare. Actually, this is useful for the designers, who understand the ALU logic, in fixing problems, and adding features. The base instruction set might be implemented in ROM, with some associated PROM to hold updates and fixes. If we go way over the top, we might have the ability to change the structure of the ALU as well. That’s a topic for FPGA’s; and we won’t go into it here. So, could you write in microcode, and develop new instructions? Why, yes you could. This was done on the IBM mainframes. In fact, the floppy disk resulted from a need to input microcode changes to the hardware.

**Logical operations on data**

Logical operations are done on a bit-by-bit basis. There is no interaction between adjacent bit positions.

The Unary function, (function of 1 variable) is “negate”. This changes a 0 to a 1, or a 1 to a 0. There is one input, and one output.

There are 16 possible binary functions (function of 2 input variables). These include AND, OR, and XOR, and their negations, NAND, NOR, and NXOR. The other 10 don't have specific names.

\[ C = f(A,B) \]

Here is a list of the 16 possible binary functions of 2 inputs (A & B). The function designations are mine.

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>f1</th>
<th>f2</th>
<th>f3</th>
<th>f4</th>
<th>f5</th>
<th>f6</th>
<th>f7</th>
<th>f8</th>
<th>f9</th>
<th>f10</th>
<th>f11</th>
<th>f12</th>
<th>f13</th>
<th>f14</th>
<th>f15</th>
<th>f16</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Where, f2 = NOR, f7=XOR, f8 = NAND, f9=AND, f10=NXOR, and f15=OR.
Elementary Binary Math operations

The elementary math operations include add, subtract, multiply, divide.

The laws of binary addition

0 + 0 = 0  
1 + 0 = 1  
0 + 1 = 1  
1 + 1 = $0$ (with a carry)

Laws of binary subtraction (Remember a-b does not equal b-a)

0 - 0 = 0  
0 - 1 = 1 (with a borrow)  
1 - 0 = 1  
1 - 1 = 0

Laws of binary multiplication

0 x 0 = 0  
0 x 1 = 0  
1 x 0 = 0  
1 x 1 = 1

(That’s easy; anything times 0 is 0)

Laws of binary division

(Division by zero is not defined. There is no answer.)

0 / 0 = not allowed  
1 / 0 = not allowed  
0 / 1 = 0  
1 / 1 = 1
Math in terms of logic functions

Here, we see that mathematical functions can be implemented by logical operations. That’s good, because microelectronics implements logical functions. George Boole worked out the theoretical basis of this in the middle 1800’s.

Addition

<table>
<thead>
<tr>
<th></th>
<th>half-add</th>
<th>carry</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

$0 + 0 = 0$
$0 + 1 = 1$
$1 + 0 = 1$
$1 + 1 = 0$, with a carry (this is like saying, $5 + 5 = 0$, with a carry, in the decimal system)

ADD = half-add (XOR) plus carry (AND)

Similarly, for subtraction

<table>
<thead>
<tr>
<th></th>
<th>half-add</th>
<th>borrow</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

$0 - 0 = 0$
$0 - 1 = 0$, with a borrow
$1 - 0 = 0$
$1 - 1 = 0$

SUB = half-add (XOR) plus borrow (one of the unnamed functions)

We can see that mathematics in the binary system can be implemented with logical functions.

<table>
<thead>
<tr>
<th>X (times)</th>
<th>multiply</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

$0 \times 0 = 0$
$0 \times 1 = 0$
$1 \times 0 = 0$
$1 \times 1 = 1$

Multiplication is the AND function.

Division

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

$0/0 = $ not allowed
$0/1 = 0$
$1/0 = $ not an allowed operation
$1/1 = 1$

Division is another of the unnamed operations.
An important issue in computing is the choice of a base for the number system. We do base 10 because we have 10 fingers. Digital computers, with on/off switching elements, do base 2 mathematics. Actually, any base will work. We like to use base-10, but we could as easily use binary on our 10 fingers to represent quantities up to 1023 (without taking off our shoes). Our current microelectronics technology supports base 2. Mechanical calculators and computers can support base 10.

Symbols in the binary system are 0 and 1. These can be represented by on/off, +12/-12 volts, n-magnetic/s-magnetic, whatever physical phenomenon has two states.

A byte is a collection of 8 bits. This makes for a handy size. In binary, a byte can represent 1 of 256 (2^8) possible states or values.

A computer word is a collection of 8, 16, 24, 13, 97, or some other number of bits. The number of bits collected into a word does not need to be a power of two. The range of numbers we can represent depends on how many bits we have in the word. This determines the complexity of the implementation.

Binary Coded Decimal uses 10 of the possible 16 codes in 4 bits. The other bit patterns are not used, or could be used to indicate sign, error, overflow, or such. BCD converts to decimal easily, and provides a precise representation of decimal numbers. It requires serial by digit calculations, but gives exact results. It uses more storage than binary integers, and the implementation of the logic for operations is a bit more complex. It is an alternative to the limited range or precision of binary integers, and the complexity of floating point. BCD is used extensively in instrumentation and personal calculators. Support for operations on BCD numbers were provided in the IBM mainframes, and the Intel x86 series of microprocessors.

BCD 4 bit code, only 10 valid values:

<table>
<thead>
<tr>
<th>BCD</th>
<th>Decimal</th>
</tr>
</thead>
<tbody>
<tr>
<td>0000</td>
<td>0</td>
</tr>
<tr>
<td>0001</td>
<td>1</td>
</tr>
<tr>
<td>0010</td>
<td>2</td>
</tr>
<tr>
<td>0011</td>
<td>3</td>
</tr>
<tr>
<td>0100</td>
<td>4</td>
</tr>
<tr>
<td>0101</td>
<td>5</td>
</tr>
<tr>
<td>0110</td>
<td>6</td>
</tr>
<tr>
<td>0111</td>
<td>7</td>
</tr>
<tr>
<td>1000</td>
<td>8</td>
</tr>
<tr>
<td>1001</td>
<td>9</td>
</tr>
</tbody>
</table>

1010, 1011, 1100, 1101, 1110, 1111 are invalid number codes in BCD.

Arithmetic operations in BCD format numbers are usually done in binary, and then adjusted to handle the carry (or borrow). For example, in packed BCD, we may generate a carry between the 3rd and 4th bit position. Subtraction is usually implemented by adding the 10's complement of the subtrahend. The 10's complement is formed by taking the 9's complement, and then adding one. The 9's complement can be formed by subtracting the digits from 9. If a BCD arithmetic operation generates an invalid BCD result, 6 can be added to force a carry. BCD strings of numbers can have a “decimal point” inserted wherever convenient. Additional bookkeeping is then needed to keep the numbers commensurate for addition and subtraction, and to adjust in multiplication and division.
An 8-bit processor can operate with 8-bit data, which can represent the unsigned integers from 0 to 255 decimal. If we need to represent the algebraic sign, we need to give up on bit, to represent -128 to plus 127, 0 being considered a positive number. The normal method of representing negative numbers is the 2’s complement scheme.

There are many ways to do represent negative numbers. The case we are familiar with from our use of decimal is the use of a special symbol “-”. This gives us the sign-magnitude format.

We could do this in binary as well, and, in addition, there are the 1's complement and 2's complement schemes of representing negative numbers. To form the 1's complement of a binary number, change all bits to their logical complement. Problem is, in a finite (closed) number system, the 1's complement system gives two different representations of zero (i.e., +0 and -0), both valid. To form the 2's complement, do the 1's complement and add 1. This is a more complex operation, but the advantage is, there is only one representation of zero. Because zero is considered a positive number, there is one more negative number than positive number in this representation. Two's complement has become the dominant choice for negative number representation in computers.

One's complement was used on the Univac 1108 series mainframes. A problem was that 0 and -0 did not test equal. That can be a problem. The equivalent to the complements in the decimal system is 9's complement and 10's complement, but these are not taught any more, and don't get used much.

Subtraction

Subtraction can be accomplished by addition of the complement. We don't need a separate subtracter circuit. We can use the adder, and we need a complement (inverter) circuit, which is easy. Logical operations such as complement operate on a bit-by-bit basis with no “carry” or “borrow” from adjacent bits, like we would find in mathematical operations.

**Subtraction example**

```
- 0 1  
b 0 1  
0 0 1  
1 1 0  
```

b=borrow

Remember a-b does not equal b-a. Subtraction depends on the order of the operands.

If division is equivalent to repeated subtraction, and subtraction is the same as the addition of the complement, and multiplication is repeated addition, then all we really need is an addition circuit, and a completer. Since addition can be accomplished by the logic circuits AND and XOR, we can in theory implement all binary mathematical operations in terms of logic functions. That's the theory. It works. There's better ways to do it.
**Multiplication**

Multiplication by digit is possible, but can take excessive time, with long digits. The multiplication table in binary is rather simple, though. Only one of the four cases results in a non-zero result. The multiplication of two n-bit numbers requires \( n^2 \) operations. The results for a multiplication of two n-bit numbers can be 2n bits wide.

Shift-and-add is a common multiplication technique in binary. Shifting gives us successive powers of two. There do exist special algorithms for multiplication and division, so we don't need to do repeated adds or subtracts. We can also design a digital multiplier for hexadecimal numbers, so we do 4 binary digits per clock. This can make use of a look-up table.

Multiplication of fractions takes the form of normal multiplication, with due diligence of the resulting binary point.

In optimizing integer multiplications, we can speed up the process where we have a variable multiplied by a constant. First, if the constant is a power of two, the multiplication can be accomplished with shifts. Similarly, multiplication by sums of powers of two is also easily handled (i.e., \( 6 = 4+2, 10 = 8+2 \)). With a bit more work, we can factor the fixed multiplicand into powers of two (i.e., \( 13 = 8 + 4 + 1; 15 = 16 - 1 \)) and accomplish the multiplication with shifts and adds. This works for fairly complex numbers, because the cost of a multiply instruction is high, whereas the shifts, adds, and subtracts are usually optimized to be single clock operations. This technique requires knowledge of the individual instruction times.

Division is a big, ugly, and time-consuming operation, to be avoided whenever possible. The division operation is usually the slowest one in the instruction set. This sets a lower limit to interrupt latency in real-time systems, and can certainly effect system throughput.

A special case, of division is the reciprocal, \( 1/X \). Here, the numerator of the fraction is known, and the division easier. After forming the reciprocal, which takes less time than an arbitrary division, a multiplication is required.

\[
\frac{A}{B} = A \times \left(\frac{1}{B}\right)
\]

In integer multiplication, division of a value by a power of two can be accomplished by shifts.

For 8-bit multiply, we could calculate all of the possible 256 answers, and store them in a ROM, then look up the answer using one of the parameters as an index. Note that an 8x8 multiply results in a 16 bit answer, so we would need 256 bytes x 2 of storage, or 512 bytes. This was a lot of memory at the time, and resulted in a classic time versus memory versus money trade-off. Multiplication of BCD digits was easier, as there were only 10x10, or 100 cases.

16 bit math on an 8-bit machine.

If we needed to do 16-bit math on signed, 8-bit integers on an 8-bit machine, it was possible, but slower. For an ADD operation, we would add the two lower two bytes, and ADC, add with
previous carry in, the high two bytes. Similarly with the Subtract and Subtract with borrow. This could be extended to 24, 32, or even 64 bits, but it was a slow process. And, in the original 8080, the borrow bit was not set correctly by the hardware.

If we needed to do a 16x16 multiply on an 8 bit machine, we could implement this as a loop, with one parameter being added to itself, using the other input as the loop counter. We could also use a process with partial products being calculated and added. This was also a slow operation. It was important to check for overflow as well, since the result required 32 bits. Beyond 16 bits, this could really be complicated. We could also consider the table look up approach, but now the ROM size was prohibitively large.

Division of a 16-bit entity by an 8-bit, or 16 bits divided by 16 bits could be accomplished in a subtraction loop. Here, it is important to check for sign change, which required the loop be backed up one step, and a remainder stored.

Why do calculators seem to do multiplication and division so fast? They are faster than you, but not really fast. Ask an HP calculator to do 99! (factorial = 1*2*3…*n) and watch the display blank for a while, while its thinking.

The 16-bit arc-hyperbolic-cotangent calculation on an 8-bit machine with no multiply or divide instruction is left as an exercise for the student. Do let me know.

**Basis Technology, Logic families**

Computer architectures can be implemented in different basis technologies. Charles Babbage implemented his decimal-based different engines in mechanical technology in the 1840’s. Vacuum tubes were the basis of World War-II mainframes. This lead to discrete transistors, and then to integrated circuits, using multiple transistors in a package. These building blocks were organized as specific logic gates. There are a number of different basis sets of logic gates to be able to implement the common logic functions (negate, AND, OR, XOR). The laws of Boolean Algebra allow for deriving different functions from these. We will focus here on the electrical, integrated circuit technology’s to implement the logical designs.

RTL or resistor-transistor logic was derived from the early vacuum tube technology and discrete components. It was the basis of many early mainframe computers, as an evolution from relay implementations. RTL logic chips were developed by Fairchild Semiconductor for the Apollo Guidance Computer in 1962. Diode-transistor logic was developed by Signetics, Westinghouse, and Fairchild. It was used in the 1962 Minuteman-II missile guidance computer. Motorola’s ECL, emitter coupled logic, was a high power, high speed logic implementation.

Sylvania introduced transistor-transistor logic (TTL) in 1963. This was quickly followed by a family of devices from Texas Instruments. The switching elements are transistors.

Metal oxide semiconductor refers to the manufacture of a semiconductor device with a metal layer and an oxide insulating layer. This can be done with an n-type semiconductor material (electrons predominate) or a p-type material (lack of electrons (“holes”) predominate). The
NMOS technology has a faster switching time. The next technique used a combination of n-type and p-type call CMOS, or complementary metal oxide semiconductor. The breakthrough achieved was that CMOS technology only consumes power when changing state. Very little power is used in a given logic state, as compared to previous technologies. CMOS can also operate with lower voltages, leading to further reductions in power. Power leads to heat, which limits the number of switches in a package.

A special purpose hardware device, purpose-built, will always be faster than a general purpose device programmed or configured for a specific task. This means that purpose-built hardware is the best, yet least flexible choice. Programmability provides flexibility, and reduces the cost of change. A new approach, provided by FPGA technology, gives us the ability to reconfigure the hardware and well as the software. This is applicable even to 8-bit processors, as they are available and can be implemented in the FPGA. This can be to replace legacy implementations. In many applications, 8 bits is enough.
Monolithic microprocessor

The microprocessors started out as multi-chip units, because all of the functionality would not fit on a single chip, given the technology of the time. As the technology advanced the processor became a single-chip, monolithic unit. Further down the technology road, memory and I/O functions could be implemented on the chip as well. Consider the IBM pc. The initial motherboard contained about 200 integrated packages. Current pc motherboards contain the 64-bit CPU, two custom chips (the “northbridge” and the “southbridge”), and a few cache memory chips.

The ALU

An arithmetic logic unit (ALU) performs arithmetic (add, subtract, compare) and logical operations (AND, OR, XOR, negate) on data. The concept was developed by John von Neumann in 1945, in the development of the EDVAC computer. An example of an ALU is the Texas Instruments 74181, the first complete ALU on a chip. Earlier CPU’s required a large circuit board of 100’s discrete logic chips, or even multiple boards. The 74181 contains 75 logic gates, and is a 4-bit wide CPU, that can be used in multiple units to expand the ALU to 8, 12, or 16 bits wide. It implements 16 mathematical and 16 logical operations on 4-bit data in 22 nanoseconds. Later units implemented in a different technology could accomplish these in 7 nanoseconds. Multiply and divide operations can be synthesized by multiple steps in the control unit. Multiply is implemented with repeated ADD’s, and divide by repeated subtractions. Shifts can also be synthesized in the firmware. Computer designs using the 74181 included the Data General NOVA 16-bit minicomputer, circa 1968, the DEC PDP-11, the Xerox Alto, the first computer to have a GUI, and the 32-bit DEC Vax-11/780. An example of an 8-bit ALU is the Texas instruments 74AS888 chip. The Motorola MC14581CL was the first CMOS ALU.
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The Control Unit

The Control Unit decodes the instructions as they are read from memory, and tells each functional unit of the ALU what to do at each clock cycle. It can be implemented as a state machine. The control unit instantiates the instruction set architecture of the computer. The control unit can be hard-wired to decode each instruction, or it can do this task by table look-up in memory. The hard-wired approach is the fastest, but the look-up alternative provides a flexibility to modify and extend the instruction set, within the limitations of the fixed hardware. The definition of the instructions is contained in a read-only memory as firmware. Some writeable memory can be provided to add new instructions. This technique originated in mainframe computers. As the technology advanced, it became possible to include the control unit on the same silicon as the ALU.

Bit slice

The bit slice approach allows you to use modular units to build a CPU as wide as you need. The usual building block size is 4 bits wide, and you can use, for example, 4 of these to implement a 16-bit machine. The control logic is common to all 4 of the ALU chips. Carry’s and borrows must propagate along the ALU of course. Besides the 74181 previously discussed, bit slice units included the AMD Am2900, the National Semiconductor IMP-00A, and the Intel 3000. The technique was used in the 1956 EDSAC-2 machine, by the University of Cambridge.
The IMP-00A was introduced by National in 1973. It used PMOS technology, and was clocked at 700 KHz. It became the basis of the IMP-8 CPU. National referred to the base 4-bit device as a RALU, 7 registers and the arithmetic/logic unit. It had an associated control read-only memory, the CROM, which could hold 100 instructions. These came preprogrammed with a 4-bit, 8-bit, or a 16-bit standard instruction set.
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The Intel 3000 was a bipolar (TTL) bit slice machine in widths of 2 bits. The 3001 was the control unit, and the 3002 was the arithmetic unit. The 3002 operated with a 6 MHz clock, and had 512 microinstructions. There were eleven general purpose registers. The 3001 control unit had a 512 word microprogram ROM, and could also address external ROM. It also controlled the carry-in/carry-out for the arithmetic logic units. The 3001 was a 2’s complement, 2-bit wide ALU. It included a set of 11 scratchpad registers, and an accumulator. The chip implemented addition, subtraction, the logic functions. The 3214 provided priority interrupt support, the 3003 added look-ahead carry functionality. The CPU was second-sourced by Signetics.

AMD 2901

The AMD 2901 was a 4-bit slice machine. It included the ALU and 16 registers. The 2910 was the control processor. The 2903 was a later ALU with hardware multiply.
Western Digital also produced a bit slice machine. The ALU was 8-bits wide and had 26 registers. The control unit operated with microcode ROMS. Standard ROM sets were available for the DEC LSI-11 and a Pascal microengine.

**Associated memory chips**

Generally, the density of memory chips followed the same exponential growth curve (“Moore’s Law”) as the processors they supported. Memory is a much simpler device, highly regular. The 8-bit CPU manufacturers almost all started out making silicon memory to replace the older magnetic core, and later branched out in processors.

**RAM**

In RAM, random access memory, any element accessible in the same clock time, as opposed to sequential media, such a tape or a disk. In sequential media, the access time varies, and depends on the order of access. This is true for disks or drums, where the item requested probably just went by the read heads, and another rotation of the platter is required. Of course, mechanical systems, in operation, tend to wear out faster because of their moving parts.

A memory can be considered as a black-box with two functions, read and write. With the write function, we present the memory with two inputs: the data item, and an address. There is no output. The memory associated the data item with the address and remembers it. On the read function, we present the memory with the address, and expect to get back the data item previously associated with it.

Other design choices in memory include volatility. The memory may forget after a period of time. That's not good. Although, depending on the timing, the data can be read out and written back just in time. This is the basis for dynamic memory. Is there such a thing as totally non-volatile memory? One of the earliest memory types, magnetic core, was persistent when the power was turned off. It is unclear how long the data was retained. It is speculated that the
Volatile memory includes static semiconductor RAM and dynamic RAM. Static RAM uses a flip-flop, and retains its contents as long as the power remains. Static RAM is faster, less dense, and consumes more power than dynamic RAM. Dynamic RAM is more dense, usually by a power of 4, due to a simpler structure, but requires refresh. It forgets in fractions of a second, because the information is stored as a charge on a capacitor, which leaks away. Why would anyone use this as a storage media? It is cheap, easily mass produced, the “forget” time is eons to a computer chip, and the overhead of the refresh operation is minimal. A separate chip, or the CPU usually does the refresh, because the memory is not usable during that time. The memory can be organized into sections, so a refresh in one section still allows access in others.

Non-volatile memory includes various types of read-only memory, and battery-backed static RAM which has a life of several years, depending on the battery source.

Even read-only memory is written at least at once. Actually, a ROM (read-only memory) is manufactured with a specific pattern of 1's and 0's built in. For prototyping, various types of programmable read-only memory are used. These can be written and erased multiple times. Earlier, ultraviolet light was used to erase the devices to an all-1's state. These chips had glass windows. Later, the contents became reprogrammable or alterable with higher voltage levels, and could be modified in-circuit. Both the ultraviolet-erasable versions (UV-PROM's) and the Electrically alterable forms (EEPROMs) tended to forget over time. Before this phenomenon was understood, these types of parts were included in deployed systems, that failed during later use.

Memory organization

Semiconductor Memory, like all current microelectronics, is a 2-dimensional structure. Thus, density usually goes up by a factor of four, as we double the width and the height. Memory is a very regular structure, amenable to mass production. In random access memory we address bytes, or words. In the 8-bit processor the word is a byte. Generally, memory is accessed in parallel bytes. The initial memory chips were 1 bit wide, and arranged in groups of 8. As the technology advanced, the chips got greater capacity.

Associated Support and I/O chips

Specialized chips for support functions to the CPU evolved along with the CPU and memory. These would handle, for example, interrupts, direct memory access, dynamic memory refresh, and such tasks. These will be discussed in the sections with the CPU’s.

Clock generator

The CPU and the control unit require a clock to synchronize their operations. This is derived from a crystal oscillator. The early 8-bit CPU’s required complex, multi-phase clocks. This evolved into simpler single phase clocks. As PMOS and NMOS technology gave way to CMOS,
it was possible to implement variable rate clocks, and the designs allowed for stopping the clock without a loss of state in the CPU. CMOS technology power dissipation goes up or down linearly as with the clock rate.

Microcontroller

A microcontroller is a simple CPU plus some memory and Input-output. The idea is to have a single-chip solution to minimize costs. Microcontrollers are not used as general number crunchers, but in dedicated control applications such as elevators, gas pumps, and cell phones. The controller can have both RAM and ROM memory, for data and code. It can usually also access external memory to expand either or both, although the goal with a microcontroller is a single-chip system.

With ROM memory, the part is manufactured with the customer code built-in, and it is an expensive and costly process to change it. Special versions of the microcontroller with EPROM are usually available for prototyping, allowing for commitment to a manufactured part only when the code has been verified.

1-bit Processor

The MC14500B Industrial Control Unit from Motorola is a 1-bit processor for very simple control applications. It can implement the old relay-based ladder logic. It did not have a program counter. It operated at 100 KHz, and had 16 instructions. It has been used in HVAC systems and other simple control applications. It is implemented in a 16-pin package. The instructions include the logical operations on the single bit data type, as well as load and store. There is a conditional skip instruction. The 14500 clocks an external program counter for memory access to 4-bit op codes.

2-bit processor

The Intel 3002 was a bit slice CPU of width 2. The 3000 series was discussed in the previous bit slice section of this document.

4-bit Processors
Before the 8-bit processors came the 4-bit processors. Actually, 4-bits makes sense – it can handle the binary coded decimal (BDC) numbers, 10 digits contained in a 4-bit word, with 6 symbols left over. For calculator use, BCD representation works fine, and serial-by-digit calculation fast enough. Both Texas Instruments and Hewlett Packard developed calculator chips using BCD math. Although 4-bit general purpose CPU’s were developed first, these quickly evolved into 8-bit architectures. But, 4-bit microcontrollers are still being used today, mostly where extremely low power is required, and computation demands are not high. Generally, a 4-bit processor operates on 4-bit wide data, and has 8-bit wide addresses.

**Intel 4004 and 4040**

Early examples of the 4-bit processors were the Intel 4004 and 4040. The 4004 is generally considered the world’s first commercially available microprocessor. The general-purpose 18-pin chip, the 4004, in November 1971. It incorporated both the ALU and the control unit. It had a clock speed of 740 KHz, used 2,300 transistors, and was produced on 2” diameter wafers with a 10-micrometer line width. The instruction cycle required 8 clock cycles, or 10.8 microseconds. It had ports for ROM, RAM, and I/O, and was originally designed for use in a calculator. There were 16 general purpose 4-bit registers. Its instruction set architecture had been inspired by the DEC PDP-8. It included 46 instructions. Interestingly, the little 4004 chip had at least the same processor power of the circa 1946 Eniac computer, which out-weighted it by 33 tons. The clock rate was 500 KHz, later raised to 740 KHz. Associated support chips included the 4001 ROM, the 4002 RAM, the 4003 shift unit, and 4008 and 09 EPROM interface chips. The chip operated from a single 14 volt supply. To interface with TTL logic, two supplies of +5 and -9 were used.
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The later 4040 model brought logical and compare instructions to the 4004 architecture, with an instruction count of 60. The 4040 used 3,000 transistors, and had a larger stack, a larger program space, and more registers than the 4004.
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Nippon Calculating Machinery Company approached Intel about producing 12 custom chips for their Busicom 141 printing calculator. Intel suggested a 4 chip set: CPU, RAM, ROM, and I/O. This was produced as the 4004. It was capable of a blazing 60,000 operations per second. It was too slow for the calculator application, so Intel later bought back the rights to it. They had a true stored program, general purpose computer in a chip. The rest is history.

Support chips for the 4040 included:

- 4201 – Clock Generator 500 to 740 KHz using 4 to 5.185 MHz crystals
- 4308 – 1 KB ROM
- 4207 – 8-bit output port
- 4209 – 8-bit input port
- 4211 – 8-bit I/O port
- 4289 – Standard Memory Interface
- 4702 – 256 byte UVPROM
- 4316 – 2 KB ROM
- 4101 – 256 x 4-bit word RAM
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The 4004 was used on the Pioneer-10 Deep Space Mission, launched in 1972. The mission studied the asteroid belt, the solar wind, Jupiter, and the outer reaches of the solar system. The computer was used to hold, decode, and distribute commands transmitted from Earth. The mission lasted until 2003, when communications was lost due to distance, a duration of 30 years. As of March 2011, the spacecraft is some 102 Astronomical Units (AU= 93 million miles) from the Sun, and radio (or sunlight) takes 14 hours to get to and from it.

A modern 4-bit processor can be found in an appliance controller role, and is frequently used in microwave ovens. 4-bits is sufficient. The DMC42C3008 has a 4-bit ALU, 8 kbytes of ROM, 512 nibbles of RAM, and integral I/O devices such as timer/counters, an 8-bit A/D converter, an interval and a watchdog timer, a PWM, and serial communication. It includes its clock oscillator.

I/O is memory mapped, and there are 4 registers as well as an accumulator. There are 4 external vectored interrupts, and 6 internal interrupt sources.

The Apollo-Soyuz (joint US-Russian manned mission, circa 1975) flew with a Hewlett-Packard model HP-65 scientific calculator, used to calculate critical course-correction maneuvers. The
HP calculators used a proprietary 4-bit binary coded decimal (BCD) chip, and serial-by-digit calculations.

**TMS-1000**

According to the [Smithsonian Institution](https://www.si.edu/), Texas Instruments engineers Gary Boone and Michael Cochran created the first microcontroller and the first single chip CPU in 1971. The result of their work was the TMS-1000, which went commercial in 1974. It was widely used in embedded applications such as toys (the TI Speak-n-Spell), games, appliances, burglar alarms, copy machines, and more. It was used in TI calculators, starting with the TI-16, and including the TI-35. There was a family of TMS-1000 parts with different configurations.

TI filed for a patent, and Gary Boone was awarded [U.S. Patent 3,757,306](https://patents.google.com/patent/US3757306) for the single-chip microprocessor architecture on September 4, 1973. We may never know which company actually had the first working microprocessor running on the lab bench. In 1971 and again in 1976, Intel and TI entered into broad patent cross-licensing agreements, with Intel paying royalties to TI for the microprocessor patent. A history of these events is contained in court documentation from a legal dispute between Cyrix and Intel, with TI as intervenor and owner of the microprocessor patent.

A computer-on-a-chip combines the microprocessor core (CPU), memory, and I/O (input/output) lines onto one chip. The computer-on-a-chip patent, called the "microcomputer patent" at the time, [U.S. Patent 4,074,351](https://patents.google.com/patent/US4074351), was awarded to Gary Boone and Michael J. Cochran of TI. Aside from this patent, the standard meaning of microcomputer is a computer using one or more microprocessors as its CPU(s), while the concept defined in the patent is more akin to what is now called a microcontroller.
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The PMOS, 300 KHz, TMS-1000 had 8192 bits of ROM, 256 bits of RAM, and a 4-bit ALU in a single package. There was a 4-bit input port, and 19 outputs. The instruction decoder is programmable, so the instruction set is not rigidly defined. There are 43 standard instructions,
with the ability to add more via microinstructions. Later versions featured more RAM and ROM, and CMOS versions were available. The PMOS versions operated at 15 volts.

**Rockwell PPS-4**

The PPS-4 CPU was developed for calculator use. It operated at 200 KHz and used a PMOS technology. It became available in 1972. Some units were used as microcontrollers in pinball machines. The early versions were made by Rockwell.

![Rockwell PPS-4](image)

**Atmel MARC4**

The Marc4 is a 4-bit FORTH microcontroller. It is a Harvard stack-based architecture, with 256 4-bit words of RAM and 9 Kbytes of ROM, with eight vectored interrupts, and a software interrupt. More than 4096 words of memory can be accessed by the 12-bit wide program counter, and memory banking. There are six general purpose registers, and one condition code register. Because of the use of the Forth stack-based language, the MARC-4 is a zero-address machine since the operands reside on the stack.

**HP Saturn**

The HP Saturn microprocessors were used in their line of programmable calculators. The first unit was the HP-71B in 1984. The processors used 4-bit BCD representation data. The internal 4 general purpose and 5 scratch data registers are 64 bits wide. Addressing is via 20 bits, for 1 million, 4-bit entities.

**NEC μPD75X**

NEC Electronics (now Renesas Corp, Tokyo) μPD612xA, μPD613x, μPD6x, and μPD1724 are infrared remote control transmitter microcontrollers.

**EM Microelectronics EM6600 family**

These are ultra-lower power microcontrollers available in 8-pin packages, and frequently used for power control. The EM 6882r includes a 4-bit ADC, watchdog timer, PWM, and a 10-bit up/down counter. There are 80 words of 4-bit RAM, and 1536 words of 16-bit ROM. The CPU is RISC architecture, with 2 clock cycles per instruction. There are 72 instructions. Included is an 8-bit serial interface. There are 2 external interrupts.

**Epson S1C63 family**
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These are high-end 4–bit CMOS MCU’s with a variety of rom, ram, and I/O features. The core CPU can address 64k 13-bit data words. The instruction set has 47 types with 5 different addressing modes, and there are a series of registers. Most instructions take one cycle. The chip has a 2-stage pipeline. It supports 15 vectored interrupts, and has a software interrupt, as well as an NMI.

Others

Other 4-bit processors included the Fairchild Camera & Instrument PPS-25. This was a 1972 multichip model, operating at 400 MHz, in PMOS technology. A variation of this was used in a calculator chipset. The NEC uCom4 operated at 1 MHz, and used 2500 transistors in NMOS technology. The National IMP-4 operated at 500 KHz, and was a multichip arrangement in PMOS. Also-rans included the Microsystem MC-1 and the Toshiba TLCS-47 series.

The author found a modern 4-bit microcontroller lurking in his old microwave oven when he disassembled it to see why it had failed. The Daewoo DMC423008 model is a CMOS 4-bit processor with 8kbytes of ROM and 512 4-bit data words of RAM. Program memory is 10 bits wide. There are eight 4-bit registers, vectored interrupts (4 external, 6 internal), a watchdog timer, an interval timer, an 8-bit counter, PWM, 8-bit serial port, an 8-bit A/D converter, and 31 I/O pins. But, it looked like the magnetron tube shorted out, negating the effects of the microcontroller.

8-bit processors

Eight bit processors operate on 8-bit wide data, and generally have a 16 bit address. They need support chips such as memory and I/O devices. The microcontrollers, as opposed to the CPU’s, include memory and I/O on the same chip. They are designed to be stand-alone, for minimal chip count embedded applications.
The Intel 8008

The 8008 was the first 8-bit monolithic microprocessor to market. It was originally designed for Intel’s customer Control Terminal Corp, in their Datapoint 2200, whose design existed as TTL logic chips on a board. Work began on the 8008 before the 4004, but the 8008 didn’t go into production in April of 1972. The advantage of 8-bits over 4 was not more calculating ability, but the need to handle 8-bit ASCII characters.

It operated up to 800 MHz, had 3,500 transistors in a PMOS technology, with 10 micron line width. There were 48 instructions. The address space was 16 kilobytes, but direct addressing was not supported. The H and L registers had to be loaded with the memory address. The 8008 required a complex clock, and significant amounts of external logic. It was eventually second-sourced by Microsystems International and Siemens.

Intel 8080

The 8080 was a great improvement over the prior 8008 chip, incorporating many features into the chip that required the use of external hardware with the 8008. It could be considered a superset of the 8008 design. The 8080 was an NMOS design, with 8-bit words and a 16-bit address bus. It required plus and minus 5 volts and plus 12 volts. It drew 0.8 watts. The circa-1973 chip was a sequential state machine design, where the current state is a function of the previous state, and current inputs. It used 6,000 transistors, and operated at 2 MHz (later, 3 MHz). It was designed by Federico Faggin, and released in 1974. It had 48 instructions.

There were four control inputs: READY, which was a wait state request, and could be held indefinitely; HOLD, which was a DMA request; INT, which was the interrupt request; and RESET, which initialized the processor by clearing the Program Counter and Interrupt Request registers, the INTR and HLDA states. The HALT is cleared, and execution begins when the
RESET is removed. Control inputs were asynchronous with the processors internal clock. Instructions took one to five machine cycles, depending on memory access. There were eleven types of machine cycles, taking 3, 4, or 5 machine states. A machine state was marked by successive phase 1 clocks. Machine cycles could include instruction fetch, memory read or write, I/O read or write, stack read or write, interrupt acknowledge and halt, interrupt acknowledge while halted, and null. At reset, the 8080 started execution at location zero.

The interrupt sequence for the 8080 started when the external device asserted the INTR line. When the CPU finished the currently executing instruction, and assuming interrupts were not disabled in software, it responds with the IORQ signal. At this point, the interrupting device is expected to provide a valid 8080 instruction on the data lines. Although there are many amusing things that could happen at this point, it was best if the interrupting device supplied the one-byte RST instruction. This was an autovector to 1 of 8 predefined locations in memory – essentially a vectored interrupt process.

The 8080 used a two-phase, non-overlapping clock. Typical cycle time was a microsecond. The phases were referred to as PHI-1 and PHI-2. State was determined by successive PHI-1 clocks. This was the minimal unit of processing activity. A machine cycle was 3, 4, or 5 states.

There were six timing and control outputs. The SYNC signal said that the processor status was placed on the data bus. This could then be latched externally by SYNC and-ed with clock signal PHI-1. DBIN, or data bus in, showed the bi-directional data bus was in input mode. WAIT indicated that the processor was in wait state. /WR indicated that the data bus was in write mode, and there was output on the data bus. HLDA was the hold acknowledge. The data and address
busses were tri-stated at this point. INTE showed whether the CPU would respond to interrupts. With 16 address lines, the processor could address 64k bytes of memory. The program counter and stack pointers were both 16 bits. The Program Counter held the next memory location to be fetched and executed. For the stack, a PUSH operation resulted in a decrement, and a POP operation resulted in the SP being incremented. The stack is just a first-in, first-out data structure implemented in random access memory. It is sometimes referred to as a zero-address memory, because all the action happens implicitly where the stack pointer points. There is a stack status signal that allows for a separate stack memory pace for security reasons. But, the stack resides in RAM.

There were six general-purpose 8-bit registers (B, C, D, E, H, L) that could be used as three 16 bit register pairs (B-C, D-E, H-L). The accumulator was 8 bits wide, and had five associated flags. These flag bits indicated the results of the previous operation: Zero, Carry, Sign, Parity, and Auxiliary Carry. The Arithmetic Logic Unit (ALU) could do arithmetic, logical, and rotate operations on data.

The instruction cycle is the time to fetch and execute an instruction. Depending on the number of memory accesses required, the instruction cycle was 1-5 machine cycles. The instruction fetch was one cycle, and up to four memory accesses might be required for data.

There were eleven different types of machine cycles in the 8080: Instruction fetch, or the M1 cycle, Memory (non-instruction) Read, Memory Write, I/O Read, I/O Write, Stack Read and Write, Interrupt Acknowledge, Halt Acknowledge, Interrupt Acknowledge while halted, and NULL, which was used during interrupt processing. During this state, the program counter was not incremented, the memory read signal was not generated, and an instruction was fetched from the interrupting device. More about this when we discuss interrupts.

How do we get out of a HALT state? We got in by executing a HALT instruction. We need to assert the RESET signal, the HOLD (which, when released, gets us back to HALT), and then Interrupt. Notice that HALT when interrupts are disabled is fatal. One can only turn the power off and back on again. A later invention was the non-maskable interrupt.

Interrupts enhance I/O response time, by allowing external events to interrupt the processing flow of the CPU. Like when the phone rings while I’m typing this. Sometimes you don’t want to allow interrupts for a period of time, because there is a critical task to be done. A CPU can mask them off. I can turn off the phone.

In the 8080, when an interrupt occurs, the interrupting device supplies the next instruction. It better be a good one. A one byte instruction is easiest, but multi-byte instructions are possible. The Restart instruction is a good choice, because it is a one-byte subroutine call (or vector).

There are eight Restart instructions, numbered 0 to 7. They automatically go to addresses starting at 0 and incrementing by 8; Restart 7 goes to 38H. In this scheme, the interrupting device can supply one of the Restart instructions, which will jump to a fixed predetermined location, and execute the code there. We only have 8 bytes, so we probably put a JUMP instruction there. This is the concept of a vectored interrupt, using a table of vectored addresses. The Interrupt Service
routine, the piece of code that does what we interrupted the flow of the processor to do, can be anywhere in memory, pointed to by the JUMP instruction we put in the fixed location table. But, two cautions: The table of addresses in memory must have proper contents before an interrupt occurs, and the proper code must reside at the target address. This is part of the initialization process. The state machine doesn’t care if we load something there or not – it will use the contents of memory as the instruction to be executed, and, as Von Neumann allows, we execute data (or stack contents).

One common problem was to only load the interrupt vectors that were being used. Then, invariably, a “rogue” interrupt caused by noise would vector through the non-initialized memory to a random location, and begin executing data, causing vast resources to be expended upon debugging (and many bad words to be said).

The Intel approach to Input-Output is to use a separate I/O address space and I/O instructions. This does not preclude using memory-mapped I/O. The 8080 had 256 inputs and 256 outputs, each one byte wide. (Thus, the I/O address was 8 bits). The Accumulator register held the I/O address.

Once the 8080 was accepted by the microcomputer community, other variations of the hardware appeared by Intel and their competitors. The 9080 was AMD’s version of the 8080, with a correction made to an oversight in the Intel design regarding the auxiliary carry bit during subtraction. There were some licensing and intellectual property issues with Intel, and AMD discontinued the part after obtaining the manufacturing license for the 8080 from Intel. Intel later made a companion chip to the 8080, the 8231, for hardware multiply.

The 8080 was second-sourced by AMD, Mitsubishi, NEC, National Semiconductor, and Texas Instruments.

Floating Point

In 1975, the Lawrence Livermore Laboratory of the University of California published the source code for an 8008/8080 floating point software package. This implemented add, subtract, multiply, divide, and square root. This package used a 24-bit signed mantissa, and a 6-bit signed exponent. Format conversion was supported.

In the 1970's, Intel and AMD made two cross-licensed models of floating-point processor chips. The floating point format adds dynamic range to calculations, in trade for absolute accuracy. The standard ALU operated on binary integer data. A floating point number has two parts, a mantissa, and an exponent. Floating point is much like scientific or engineering notation.

The Intel 8231 and 8231A were non-IEEE floating point format chips that supported sine, cosine, tangent, etc. The IEEE Standard for floating point computation and format had not yet been established. The later Intel 8232 did support IEEE floating point but not sine, cosine, tan, and the other transcendental functions.
The AMD 9511 and 9511A were compatible with the Intel 8231. The later AMD 9512 was compatible with Intel 8232, and supported IEEE floating point.

The 8231 was termed an arithmetic processing unit, and the 8232 was called a floating point unit. Both could convert fixed to floating, and vice versa. Intel was heavily involved with the development of the IEEE Floating Point Standard at the time.

These were designed for use with 8080 or similar processors and used an 8-bit data bus. They were interfaced to a host system either through programmed I/O or a DMA controller. There use was not restricted to the Intel architecture family chips. The chips were developed by AMD, and licensed to Intel in exchange for the rights to their 8080 and 8085.

These chips used a simple protocol to accept data and floating point instructions, to produce a result. They were intended to supplement a microprocessor and accessed as an I/O device. The chips ran from a 1MHz clock, later 2MHz. At the cost of time, these chips added a tremendous processing capability to the 8-bit units. A floating point add would take some 54-368 clock cycles. A multiply could take up to 168 cycles. $x^y$ could take up to 12,000 cycles. Transcendental functions were calculated with polynomial approximations.

The 8080 chip found use about a variety of space missions, including NASA’s OSS-1, 2, and 3 Shuttle-attached pallets, Hubble Space Telescope, International Sun-Earth Explorer, Seasat, and the French Meteosat program and OTS missions. The OSS attached pallets onboard the Space Shuttle were not exposed to the harsh environment of space for extended periods.

Intel 8085
The 8085 was an advanced version of the 8080. It had two new instructions to enable/disable three added interrupt pins (and the serial I/O pins). It also featured simplified hardware that required only a single +5V supply, and included a clock-generator and bus-controller circuits on the chip. It was binary compatible with the 8080, but required less supporting hardware, allowing simpler and less expensive microcomputer systems to be built. It went into production in April of 1976.

The 8085 incorporated the features of several support chips for the 8080, including the 8224 clock generator and the 8228 system controller. The 8085 just needed the 8156 ROM and 8355 or 8755 ROM/PROM. The 8085 used a multiplexed data/address bus to reduce chip pin-out. This required external de-multiplexing of the 16-bit address and the 8-bit data. The chip operated to 6 MHZ eventually. There were 48 instructions. It supported vectored interrupts. Intel produced a hardware multiply/divide chip called the 8231 to augment the 8085. The popular 8085 was second sourced by AMD, National, Mitsubishi, Toshiba, NEC, and Siemens.

Support chips included the 8155, a 3k static RAM with I/O ports and timer, the 8355, a 16k ROM and I/O, the 8755, a 16k EPROM with dual 8-bit I/O, the 8251A, a serial communications device, the 8253 timer, the 8255 parallel port, the 8257 DMA controller, the 8259 interrupt controller, and the 8279 keyboard/display interface. Many of these support chips were applied in the original IBM pc, which used a 16-bit processor (the 8088) with 8-bit external interface.
The 8257 chip handled 4 channels of prioritized direct memory access, and was expandable. It later found applications in the original IBM PC architecture, as the 8088 CPU was 16 bits internally, but had 8-bit external data paths. The 8257 could transfer 16k bytes without CPU intervention. It’s internal address and word count registers needed to be initialized by the CPU. It used a word count = 0 interrupt to signal the CPU that the transfer was complete.

The 8085 found use in several space missions, including NASA’s OSS series. It was also used on the 1997 JPL Mars Pathfinder Rover Sojourner. This Rover didn’t stray far from its lander. The attitude control system on NASA’s WIRE spacecraft used an 80C85, as did the FAST and XTE missions.

**Zilog Z-80**

The Z-80 was designed by Frederico Faggin after he left Intel, and released in 1976. While at Intel, Faggin designed or led the design teams for all of Intel's early processors: the 4004, the 8008, and the 8080. The Z-80 had 8,500 transistors, and could operate at 2.5 MHz. Major advantages of the chip included single power supply operation, and a simplified clock. A non-maskable interrupt (NMI) was added, correcting an oversight in earlier processors that could enter a state where the only exit was a power-off cycle.

The Z-80 was binary compatible with the 8080. Faggin intended it to be an improved version of the 8080. It could execute all of the 8080 operating codes as well as 80 new instructions (including 1-, 4-, 8-, and 16-bit operations, block I/O, block moves) using some of the unused opcodes in the 8080 set. Because the Z-80 had two sets of data registers, it supported fast context switches. There was an indexed addressing mode. The block transfer, essentially a DMA in software, used the BC register pair as a 16 bit byte counter, the DE pair as the destination pointer, and the HL pair as the source pointer. BC was decremented after each transfer. The LDIR and LDDR instructions implemented the block transfer.
The memory interface was vastly simplified over the 8080’s, since the CPU generated its own DRAM refresh signals without requiring external circuitry. There were three interrupt modes, mode 0 being equivalent to the 8080’s. Mode 1 was a vector call to location 38 hex, and Mode 2 was an indirect call using the I register plus 8 input bits (from the interrupting device) as a pointer to memory.

There were special versions of the Z-80 architecture by Zilog and Hitachi. The 64180 included dual 16-bit timers, DMA controllers, three serial ports, and a memory management unit. The Z-80 lead to advanced versions, the 64180, Z-180, and Z-280 by Zilog and Hitachi. The 64180 was a Z-80 with DMA, 2 UART’s, and dual timers.

The Z-80 flew on numerous space missions, including the popular Shuttle attached payloads on the OSS pallets.

NSC800

National’s NSC800 had an extended Z80 instruction set, and was implemented in CMOS technology. It was claimed to operate with 5% of the power of an equivalent 8085. There was a multiplex address/data bus, like the 8085.
The NSC800 included an 8-bit refresh counter for use with dynamic memory. The NSC800 support chips included the 810 RAM-I/O-timer, the 830 ROM-I/O, the 6504 4k x 8-bit SRAM, and the 6515 1kx4 SRAM.

804x/805x

The 8041 and 8042 were meant as slave processors to a main CPU. The 8294 was a data encryption unit based on the 8041. The 8292 was a special purpose GPIB controller (IEEE-488 bus).
The 8048 was designed to be a microcontroller, with data storage on-chip. It had single byte instructions, stored in external ROM. It included 64 bytes of RAM, and 27 I/O lines. Later versions had 1k or 4k of internal ROM. The 8049 model had two timers, and the 8050 had four times the RAM and ROM. The 8748 and 49 had EPROM in place of ROM, so they could be programmed by the customer. These chips eventually ran at 6-11 MHz, and were available in CMOS technology for low power.
The Intel 8051 was developed from the 8048 as an embedded control processor by Intel in 1980. Embedded processors can operate with fewer external parts, and the 8051 includes memory and Input/Output on the same chip. They had serial I/O plus dual timers, 4k of ROM, and 128 bytes of RAM. They operated up to 16 MHz, and came in ROM-less versions (8031), and in CMOS. The 8044 was an 8051 with a synchronous serial interface to a host machine, and EPROM.
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The 8742 was an associated peripheral 8-bit slave microcontroller, meant to be used with the 8051, 8048, and even the 8080 and 8085. It was a follow-on to the 8741 with twice the memory. It was a peripheral chip, but included a complete 8-bit CPU, with 2k of EPROM, 128 bytes of RAM, a clock/timer, and I/O control lines. It was intended to offload I/O from the main CPU. It supported asynchronous transfer with the main processor.
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Now, many manufacturers offer versions of the 8051, and it is widely used in college-level embedded systems courses. The most recent instantiations of the design include IP (intellectual property) core versions, for implementation within FPGA’s (field programmable gate arrays) that need one or more CPU’s. Why re-invent the wheel, when the 8051 comes with a development history, loyal following, and support tools? The 8051 has been used on NASA's environmental satellites Aqua and Aura.

The MOS Technologies 6502

Introduced in 1975, this chip became famous as the engine of the Apple computer. It operated at 1 MHz, and used 4,000 transistors in NMOS technology. It operated from a single 5 volt supply. The earlier 6501 was pin-compatible with Motorola’s 6800, not software compatible, but ran into legal problems. Variations included the 6510 with added I/O ports, the 6507 with a reduced 13-bit address bus. The chip was also produced in CMOS technology. It was also used in the Atari and Commodore computers.

The 6522 dual 8-bit parallel port and dual timer chip supported the CPU. The 6502 could also use 6800 peripherals. It allowed for indirect addressing, which neither the 8080 or the 6800 had.

As opposed to most of the other 8-bit CPU designs, the 6502 was little endian. It was limited in registers, having one data register, two index registers, and a stack pointer. It used a PLA for instruction decode and sequencing. Like most microprocessor of the times, the 6502 had undocumented instructions, certain bit patterns that would do strange things. In the 6502’s case, the JAM instruction would cause the CPU to freeze, requiring a hard reset. The 6502 remains a popular architecture, and 16 bit and CMOS variations were developed. It was second-sourced by GTE, Rockwell, and NCR. At the time, the same architecture implemented by different manufacturers had different behavior for the same undocumented instructions. This was exciting, but limited code portability.
Rockwell’s R6501 was a 6502 CPU plus 2k of ROM, 64 bits of RAM. It could be obtained with a FORTH language compiler in ROM.

The Motorola 6800

The Motorola 6800 chip was introduced in 1975, their first microprocessor. A much simpler architecture than the Intel chips, it had 72 instructions (197 separate opcodes, with the 7 addressing modes), and a single 16-bit index register, but two accumulators. There were one to three bytes per instruction. It ran at 1 MHz, and used 4,100 transistors. The first 6800's were made with what was called "enhancement-mode" NMOS. The problems with this were that it limited the maximum speed (the first chips were 1 MHz) and the die size was quite large. With a large die size there is more likely a fault in the raw silicon wafer within any one die and less die's fit on one wafer. This lead Motorola to have yield problems. Later chips were built with something called "depletion-mode" NMOS which although it upped the transistor count of any design quite significantly, still resulted in a smaller die size and also allowed faster operation.

The 6800’s clock was much simpler than the 8080’s. There were two clock phases in quadrature, which allowed two chips to be operated in different phases in a type of multiprocessor. The MC6870 provided the simple 2-phase clock. The index register modified operand addresses during execution, typically for vector/array operations. Before index registers and without indirect addressing, array operations were complicated to implement. All I/O was memory-
mapped. The 6800 was a synchronous design, so it couldn’t wait for long, or easily be used with dynamic memory (because of the refresh cycle). The single index register was sometimes a programming bottleneck.

During development, the Motorola team made a functional 6800 cpu from 450 discrete TTL chips. The 6800 was the first in a family of microprocessors and support chips. It had 8-bit wide data, and a 16-bit wide address bus. It only required a single 5-volt power supply, and used a simple two-phase clock source. It was a synchronous design, so the clock could not be stopped or changed. It had a problem WAIT-ing for an external operation. A machine cycle was defined as a Phase 1 and a Phase 2 clock. During Phase 1, the address for the instruction fetch was placed on the bus. During Phase 2, the instruction was read. On the next Phase 1, the instruction was executed. There were two sets of accumulators, A and B. The status register contained bits to indicate carry/borrow, overflow, zero, negative, and half-carry, as well as an interrupt mask. Upon reset, the 6800 resumed execution with the program counter loaded from the highest memory address.

All interrupts were vectored. The 6800 included a non-maskable interrupt. This fetched the contents from memory addresses FFFC and FFFD into the program counter, effectively forcing a jump to the contents of those addresses. The NMI was the highest priority interrupt. Interrupts
were always serviced after the completion of the currently executing instruction. The normal interrupt vectored through locations FFF8 and FFF9. The 6800 had a software interrupt instruction. Executing this instruction was just like an external interrupt occurring. The difference was, it was synchronous to program execution. The program vectored through locations FFFA and FFFB. The RESET signal can be considered an interrupt. With a positive going edge on the reset line, program accessible registers were cleared, and hardware was initialized. The interrupt mask bit was then set, locking out other interrupts. Then the machine vectors through memory locations FFFE and FFFF. There was also a WAIT instruction that caused the processor to stop processing and wait for a hardware interrupt.

Control signals were relatively simple. The VMA line indicated a valid memory address on the address bus. The R/W signal indicated whether the bus was doing a read or write operation. BA indicated the bus was available, as the processor had tri-stated its data and address bus and control lines. An Enable signal was available from AND-ing Phase1 of the clock, and the VMA signal.

Some of the associated peripherals included the 6810 128 byte RAM, the 6820/21 PIA dual 8-bit parallel I/O port, the 6828 priority interrupt controller, the 6830 1024 byte ROM, and the 6840 programmable timer module. The 6843 was a floppy disk controller, the 6844 was the DMA controller chip, and the 6845 was a popular video controller, used in the early IBM pc’s. The 6850 ACIA was the serial I/O chip (UART). The 6852 was the synchronous serial chip. The 6875 was the clock source.

The 6801 was a microcontroller with the 8-bit CPU, 2k of ROM, a timer, serial port, and 128 bytes of RAM. It included some 16-bit arithmetic instructions, and had a new instruction that would add the B accumulator to the index register. It executed 6800 instructions faster than the 6800, and had 10 new instructions. The 6801 could use external memory. It could do double precision add, subtract, and multiply using pairs of registers. The 6801L1 version had a prom-based version of Motorola’s LiLbug debugger.

The 68120 intelligent peripheral controller was a variation of the 6801 with the same RAM and ROM, full duplex UART, and 21 I/O lines. The interface between the peripheral controller and the main CPU was via the on-chip dual-ported RAM. Six semaphore registers were used to control access to the RAM. Because there was no atomic test-and-set mechanism, it was possible that both the host and the peripheral could get different data, as the semaphore is set upon read. In that case, the co-ordination mechanism was that the host would see the semaphore as set, and the peripheral would see it as clear, upon simultaneous read.

The 6802 was a baseline 6800 with 128 bytes of RAM, and an integral clock oscillator. This reduced the number of additional chips required in simple embedded controller applications. The 6802 had 2 Kbytes of ROM, 128 bytes of RAM, 31 parallel I/O lines, 3 serial lines, and triple 16-bit timers. This chip was used by General Motors in their automobiles. The 6803 was the 6801, less the ROM. The 68701 had EPROM instead of ROM. The 6808 was used in Heath Company’s Hero Robot, and was a 6800 with clock, but no ROM or RAM.
The 6805 was a microcontroller targeted to the automobile industry. It included bit test operations.

The 6811 was a follow-on chip that featured 16 bit registers and a 16-bit multiply. Radiation hardened versions of the 68HC11 are used in communication satellites. Regular versions are found as embedded controllers in bar code readers, hotel electronic locks, and robots. The HC11 model has an additional Y index register. There was an 8 x 8 multiply, and a 16 by 16 divide. Hitachi’s 6309 chip extended the operations to allow four of the 8-bit registers to be used together as a 32-bit register. The 68HC12 was an enhanced version of the HC11. It operated up to 25 MHz, and had 512 kbytes of flash, and 8 kB of RAM.

The 6800 was second-sourced by AMI, Hitachi, Fairchild, Rockwell, and Thomson. Low-power CMOS versions of the CPU and support chips were available from Hitachi. The 6811 and 6812 microcontroller chips are still produced by Freescale Semiconductor (successor to Motorola) and are available as VHDL IP cores.

The 6809
The 6809 was an extension to the 6800 architecture, with some 16-bit features. The two 8-bit accumulators could be used together as a single 16-bit register. There were two index registers and two stack pointers. The source code for the 6809 and 6800 was the same, but the 6809 hardware only had 59 instructions. Dropped 6800 instructions were implemented by new instruction pairs. The instructions were translated by the assembler. The 6800 auto-increment and auto-decrement addressing modes allowed easy implementation of a stack machine architecture.

The 6809 had a major feature, an unsigned 8x8 bit multiply instruction, that could extend in to 16-bit and larger word sizes. There were also more addressing modes, and a built-in clock. The 6809 supported cycle-steal dynamic memory access. One major difference from the 6800 was that the 6809’s stack pointer pointed to the last item in the stack not the next empty location, as in the 6800. That was an increment and store operation in place of store and increment. There were two stack pointers, to be used for code and data. The 6809 continued the tradition of not causing a fault (interrupt) on attempted execution of undefined opcodes. This simplified the decoding logic, but could not respond to attempted execution of data. Second sources were AMI, Hitachi, Fujitsu, Fairchild, Rockwell, and Thompson.

6839 Floating Point ROM

Motorola’s 6839 chip was an 8k x 8 ROM, containing binary floating point support software for the 6809. This was an attempt to furnish off-the-shelf plug-in code for 6809 system developers. The code was designed to be position independent and reentrant. Using no absolute addresses, it was easily integrated anywhere into the address space. It implemented the entire IEEE Proposed Standard for Floating Point, version 8. This included the basic math operations, comparisons, and conversions. Operands could be put on the hardware stack, or passed in registers. Both 16 and 32 bit integers were supported, as well as BCD strings. The 6839 was the only code-in-rom chip developed by Motorola.

IMP-8
This was a National Semiconductor CPU that operated at 715 KHz, and was built in PMOS technology. It was the 8-bit part of a family that also included 4-bit, 12-bit, and eventually 16-bit versions. The IMP-8 was replaced by the COP-8 model.

SC/MP

This National Semiconductor CPU, a single chip micro processor, was developed for embedded control applications. It operated at 1 MHz, implemented in PMOS technology. A major feature of the architecture was that multiple processors could share the system bus.

The Signetics 2650

This circa-1975 chip operated at 1.2 MHz, and was implemented in NMOS. There was an accumulator and 6 other registers. It had an on-chip subroutine stack.

The Signetics 8X300

The 8X300 was somewhat different in being implemented in bipolar, not MOS technology. It was an 8-bit unit, developed as a second-source of the SMS-300 from Scientific Micro Systems. The different technology gave the unit a significant speed advantage, at the cost of high power consumption. It used an 8 MHz clock. There was a dedicated 13 bit address bus for 16-bit wide program memory. A separate 8 bit data/address bus was used for data access and I/O.

The instruction set allowed for direct manipulation of bits within a word. In addition to the standard ALU, there was a rotate unit for data bytes, and a shift-merge unit. One application of the 8x300, subject of an ApNote from Signetics, was as a floppy disk controller.

RCA 1802
CDP 1801 was a 2-chip set, circa 1975. It operated at 2MHz, using 5,000 transistors, in CMOS technology. The 1800 series processors from RCA were designed by Joe Weisbecker. The 1801’s separate chips represented the ALU and the control unit. The 1801 operated up to 4 MHz. It had 59 instructions. The registers could be viewed as 8 or 16 bits in width.

The 1802 was released by RCA in 1976. It was quite a different architecture than other contemporary CPU’s, and was produced in complementary metal oxide semiconductor (CMOS) technology, which is both low-power and radiation resistant, though susceptible to electrostatic discharge. It was also a static logic design, which could operate at a wide range of clock speeds down to zero. The architecture has also been implemented in silicon-on-sapphire technology which greatly improved its radiation hardness. It operated at up to 6.4 MHz.

1802’s were found in Chrysler Corporation’s electronic ignition units for their gas engines, video games, video terminals, and the ELF computer. There was a broad family of support chips, including the 1855 multiply/divide coprocessor. The 1804 was an 1802 with 2 KB of ROM and 32 bytes of RAM.
The 1802 had a register file of 16 registers of 16 bits each. Using the SEP instruction, one could select any of the registers to be the program counter or index register. It also used 16-bit addressing. Support chips included the 1852 8-bit I/O port, the 1854 UART, the 1856 memory buffer, and the 1857 I/O buffer.

A few commonly used subroutines could be called quickly by keeping their address in one of the 16 registers. Before a subroutine returned, it jumped to the location immediately preceding its entry point so that after the RET instruction returned control to the caller, the register would be pointing to the right value for next time. An interesting variation was to have two or more subroutines in a ring so that they were called in round-robin order.

The RCA 1802 was one of the first RISC chips. RISC (Reduced Instruction Chip Computer) refers to an optimization technique where the instruction set is streamlined for performance. However, it makes the chip more difficult to program.

Radiation hardened versions of the 1802, developed by Sandia, were used on JPL’s Voyager, Viking, and Galileo space probes. It was the first microprocessor to fly in space, on the Oscar satellite, in 1978.

The Fairchild F8

The F8 was introduced in 1975 by Fairchild Semiconductor. It was their first microprocessor. One of the chief designers was Robert Noyce, who went on to found Intel Corporation. Interestingly, the processor had no stack pointer, program counter, nor address bus. Addresses were maintained in the address pointer register. The chip also had 64 bytes of scratchpad memory and 64 registers. It was initially produced as a two-chip version, with a single chip implementation by Mostek in 1977. The 2-chip version did not need additional support chips; the associated 3851 was a ROM. It’s clock was 2 MHz, and it was implemented in an NMOS process. There were 71 instructions, and 64 general purpose registers on the chip itself, serving as RAM.

The chip was targeted to embedded applications in areas such as gas pumps, vending machines, and cash registers. It was second-sourced by Mostek.

The F8 also found application onboard NASA’s Payload Assist Module (PAM-D), an upper stage for the Space Shuttle payloads, allowing the shuttle to launch a payload into a geosynchronous or higher orbit. The PAM-D was a Delta-class solid-fuel module, providing the same performance to higher orbit as a Delta rocket launched from the ground. Since the operation of the PAM on orbit was only a matter of minutes, the usual issues of radiation damage were not all that applicable.

Other 8-bit examples include the PPS-8 by Rockwell, operating at 256 KHz, in a PMOS technology. There was also the Burroughs Mini-D, a 1 MHz PMOS multichip.
Mostek 3850

The Mostek 3850 combined two earlier Fairchild chips into one, and was released in 1977. It was based on the F8 architecture, with RAM and I/O.

TMS-7000

The TMS-7000 was introduced in 1981 as an 8-bit follow-on to Texas Instrument’s TMS-1000 4-bit processor. Like the TMS-1000, they included ROM and RAM, and featured a user-definable instruction set. For microcontroller use, they included 128 bits or 256 bits of RAM, and either no ROM, 2k of ROM, or 4 k of ROM. The chip had up to 3 timers, serial I/O, and 32 I/O lines. They could be ordered in an EPROM version for prototyping, and a CMOS version was available as well.
Contemporary 8-bit processors

There are still jobs an 8-bit processor can do well. Existing code that is proven correct can be re-used on newer but functionally equivalent hardware. Sometimes, 8-bits gets the job done, with less power and smaller size than 16 bits. Thus, 8-bit processors have survived, and new ones continue to appear. The Intel 8051 and Zilog Z-80 still exist in many variations and as an IP (Intellectual Property) core for implementation in FPGA’s. Atmel also makes 8051 variants. Freescale Semiconductor has their Motorola 8-bit clones, the 68HC08 and -11. PIC has a full line of embedded 8-bit processors. Other company’s such as Atmel and NEC have similar products as well.

Zilog Z-8

The Zilog Z-8 was introduced in 1979. It is a load-store architecture, different in concept from the Z-80 chip. It was marketed as an embedded processor.

The chip survives today as the eZ series. On chip RAM can be used as up to 4096 registers. A 16-bit address space for ROM or flash is provided. A variety of models in the family include different combinations of I/O such as A/D, SPI and I²C interfaces, and there are multiple packaging options.
Microchip PIC 8-bit Microcontrollers

The 8-bit line of microcontrollers is helpfully called the PIC16. These come with a variety of memory types and sizes, and I/O options. They operate at a frequency of 20 MHz. They do have separate instruction and data busses (Harvard architecture) with simultaneous access. The simplest model has no interrupts, but single or multiple interrupt models are available. Data memory, on chip, starts at 138 bytes. Program memory starts at 3 KB. PIC originally stood for peripheral interface controller. The PIC processors come in numerous variations, and have a large register set.
AVR makes a modern 8-bit microcontroller in a RISC architecture. It is a fully static architecture, meaning the clock can be slowed and stopped, without loss of state. It can operate at 16 MHz, and includes hardware multiplication. There are 130 instructions, and 32 registers. It includes 64 Kbytes of flash memory, and 2 Kbytes of EEPROM, with 4 k bytes of SRAM. It can also address additional external memory. The chip is more than the equivalent of a previous 8-bit generation board.

The AVR includes two 8-bit counter-timers, two 16-bit counter-timers, a real-time counter, dual 8-bit pulse-width modulation registers, up to six 16-bit PWM channels, eight 10-bit ADC’s, dual serial UARTS, SPI interface, and an analog comparator. The clock frequency is selectable by software.

Atmega 64

The Atmega64 is an 8-bit microcontroller with 64 kbytes of flash memory. It can operated up to 16 MHz, and also includes 4k of SRAM, and 2K of EEPROM. It has an 8-bit counter-timer, an 8-channel PWM, 53 I/O lines, 8 interrupts, 2 serial channels, and an 8-channel, 10-bit A/D. The Atmega128 has twice the flash memory.

HuC6280

The HuC6280 8-bit microprocessor is Japanese company, Hudson Soft's, improved version of the WDC 65C02 CPU, an upgraded CMOS version of the popular NMOS-based MOS Technology 6502 8-bit CPU. The HuC6280 contains a 65C02 core which has several additional instructions and a few internal peripheral functions such as an interrupt controller, a memory
management unit, a timer, an 8-bit parallel I/O port, and a programmable sound generator. The processor operates at two speeds, 1.79 MHz and 7.16 MHz.

**Electronic Arrays 9002**

The EA9002 was intended as a competitor to the Fairchild F8 and RCA 1802, but was late to production and market, and never gained popularity. It was flexible in allowing the use of either Intel or Motorola support chips. It had a four kilobyte address space, and used a 4MHz clock. There were 58 instructions, with 8 general purpose registers, and seven vectored interrupts.

**Western Digital MP1600**

The 1600 was implemented with 3 chips, and was microprogrammable. The 1611 was the ALU with 26 registers and an accumulator. The 1621 was the control unit. The microprogram was stored in the 1631 ROM. With a different ROM, the chipset could become a 16-bit machine, and formed a DEC LSI-11, with the PDP-11 instruction set.
The 12-bit micro

We’ll extend the discussion just a little to include 12-bit processors. Probably the best known 12-bit architecture example is the circa 1965 DEC PDP-8 minicomputer. The CPU in this unit was a board of DTL flip-chips, not a monolithic 12-bit processor. But, the instruction set was popular. I liked the PDP-8, and learned to program it as an undergrad.

6100A

The 6100A from Harris Corp. was a 1975 12-bit microprocessor and associated peripherals and memory. The chip used the DEC PDP-8 instruction set with 90 single word instructions. It had a program counter register, a 12-bit accumulator, AC, and an MQ register (for multiply and divide operations). As there was no stack, subroutine return addresses were stored in the first word of the subroutine. Conditionals allowed the next instruction to be skipped. There was one maskable interrupt. At interrupt, the CPU stored the current address at location zero in memory, and jumped indirectly through address one. The chip was a static design.
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Limited to 4096 words of memory by the 12-bit architecture, the 6100 architecture was extended by the associated 6102. This added three address lines, for a total of 32k words, by paging. It also supported DMA, and added a timer. The 6101 Parallel Interface Element (PIE) chip was an I/O port. It had dual, 12-bit input and output ports. Up to 31 of the chips per system could be used. The 6103 was a parallel I/O device with DMA, that could be used to refresh DRAM. All of these chips had their own unique instructions. The 6402 was a UART. Intersil provided matching SRAM (12-bits) and PROM.

The 6120 was a higher performance 6100, and the 6121 was the associated I/O controller.

The 6100 was built in CMOS technology. It was low-power, and widely used in high-reliability applications. It was available in military-spec versions, and was dual sourced by Intersil. The maximum clock speed was 8 MHz. another advantage of the CMOS implementation was the ability to operate from a single voltage source, in the range of 4-11 volts.

The chip found itself in a DEC-produced personal computer, the DECmate. The chip was sold for commercial use through 1982. It was also used on instruments on NASA’s Solar Maximum Mission (SMM) spacecraft, launched in 1980.

The 1974 Toshiba TLCS-12 was also a 12-bit CPU, operating at 1 MHz, implemented in NMOS.
The MCP-1600 was a Western Digital multichip set from the late 1970’s. It was used for the DEC LSI-11, and the Pascal MicroEngine. It had a control chip, a register/ALU, and one to four ROM chips. It was an 8-bit CPU, that could do 16-bit arithmetic.

And, in conclusion….

Modern computers started out using relays and vacuum tubes, switching to mechanical relays for switching elements. The semiconductor revolution provided diodes for logic functions, and transistors for switching. As the technology allowed for putting multiple transistors and other elements on a single substrate, the integrated circuit began to be widely used. The complexity of the devices increased according to an exponential growth law, the technology feeding upon itself. This allowed for functions such as an arithmetic-logic unit to occupy one chip. Then, at around 4,000 transistors capacity, an entire 4-bit CPU that executed instructions. Not much later came the 8-bit CPU. Memory and I/O functions also benefited from the increasingly complex solid state-electronics. The next step along the way was the 16-bit processor. That’s another story.
Glossary

1’s complement – a binary number representation scheme for negative values.
2’s complement – another binary number representation scheme for negative values.
2-wire – twisted pair wire channel for full duplex communications. Still needs a common ground.
Accumulator – a register to hold numeric values during and after an operation.
ACM – Association for Computing Machinery; professional organization.
ALU – arithmetic logic unit.
Analog – concerned with continuous values.
AND – logical operation on data. Output is true, if and only if both inputs are true
ANSI – American National Standards Institute
Arduino – open source, single board microcontroller using an Atmel AVR (8-bit RISC) CPU.
ASCII - American Standard Code for Information Interchange, a 7-bit code; developed for teleprinters.
Assembly language – low level programming language specific to a particular ISA.
Async – asynchronous; using different clocks.
Baud – symbol rate; may or may not be the same as bit rate.
Baudot – a five-bit code used with teleprinters.
BCD – binary coded decimal. 4-bit entity used to represent 10 different decimal digits; with 6 spare states.
Big-endian – data format with the most significant bit or byte at the lowest address, or transmitted first.
Binary – using base 2 arithmetic for number representation.
BIST – built-in self test.
Bit – smallest unit of digital information; two states.
Blackbox – functional device with inputs and outputs, but no detail on the internal workings.
Boolean – a data type with two values; an operation on these data types; named after George Boole, mid-19th century inventor of Boolean algebra.
Borrow – mathematical operation when a digit become smaller than limit and the deficiency is taken from the next digit to the left.
Buffer – a temporary holding location for data.
Bug – an error in a program or device.
Bus – data channel, communication pathway for data transfer.
Byte – ordered collection of 8 bits; values from 0-255
Cache – faster and smaller intermediate memory between the processor and main memory.
Carry – arithmetic result, when a digit is larger than a limit and the extra is moved to the left.
CAS – column address strobe (in DRAM refreshing)
Chip – integrated circuit component.
Clock – periodic timing signal to control and synchronize operations.
CMOS – complementary metal oxide semiconductor; a technology using both positive and negative semiconductors to achieve low power operation.
Complement – in binary logic, the opposite state.
Control Flow – computer architecture involving directed flow through the program; data dependent paths are allowed.
Coprocessor – another processor to supplement the operations of the main processor. Used for floating point, video, etc. Usually relies on the main processor for instruction fetch; and control.
Core – early non-volatile memory technology based on ferromagnetic toroid’s.
Cots – commercial, off-the-shelf.
CPU – central processing unit.
DCE – data communications equipment; interface to the network.
DEC – Digital Equipment Corporation.
DEMUX – demultiplex.
Digital – using discrete values for representation of states or numbers.
DMA - direct memory access (to/from memory, for I/O devices).
Double word – two words; if word = 8 bits, double word = 16 bits.
DRAM – dynamic random access memory.
Drum memory – obsolete storage media using large cylindrical magnetic media.
DTE – data terminal equipment; communicates with the DCE to get to the network.
DTL – diode-transistor logic
EEPROM – electrically erasable PROM
Embedded system – a computer systems with limited human interfaces and performing specific tasks. Usually part of a larger system.
Epitaxial – in semiconductors, have a crystalline overlayer with a well-defined orientation.
EPROM – erasable programmable read-only memory.
EEPROM – electrically erasable read-only memory.
Exception – interrupt due to internal events, such as overflow.
Fail-safe – a system designed to do no harm in the event of failure.
FET – field effect transistor.
Fetch/execute cycle – basic operating cycle of a computer; fetch the instruction, execute the instruction.
Firmware – code contained in a non-volatile memory.
Fixed point – computer numeric format with a fixed number of digits or bits, and a fixed radix point. Integers.
Flag – a binary indicator.
Flip-flop – a circuit with two stable states; ideal for binary.
Floating point – computer numeric format for real numbers; has significant digits and an exponent.
FPGA – field programmable gate array.
FPU – floating point unit, an ALU for floating point numbers.
Full duplex – communication in both directions simultaneously.
Gate – a circuit to implement a logic function; can have multiple inputs, but a single output.
GUI – graphical user interface.
Half-duplex – communications in two directions, but not simultaneously.
Handshake – co-ordination mechanism.
Harvard architecture – memory storage scheme with separate instructions and data.
HCF – Motorola 6800/6809 undocumented instruction, Halt and Catch Fire.
Hexadecimal – base 16 number representation.
Hexadecimal point – radix point that separates integer from fractional values of hexadecimal numbers.
HP – Hewlett-Packard Company. Instrumentation and computers.
IEEE – Institute of Electrical and Electronic Engineers. Professional organization and standards body.
IEEE-754 – standard for floating point representation and operations.
Index register – register to hold an address.
Infinity - the largest number that can be represented in the number system.
Integer – the natural numbers, zero, and the negatives of the natural numbers.
Interrupt – an external asynchronous event to signal a need for attention (example: the phone rings).
Interrupt vector – entry in a table pointing to an interrupt service routine; indexed by interrupt number.
I/O – Input-output from the computer to external devices, or a user interface.
IP – intellectual property; also internet protocol.
IP core – IP describing a chip design that can be licensed to be used in an FPGA or ASIC.
ISA – instruction set architecture, the software description of the computer.
ISR – interrupt service routine, a subroutine that handles a particular interrupt event.
JTAG – Joint Test Action Group; industry group that lead to IEEE 1149.1, Standard Test Access Port and Boundary-Scan Architecture.
Junction – in semiconductors, the boundary interface of the n-type and p-type material.
Kilo – a prefix for $10^3$ or $2^{10}$
Ladder logic – description of relay-based logic circuits. Obsolete.
Latency – time delay.
Little-endian – data format with the least significant bit or byte at the highest address, or transmitted last.
Logic operation – generally, negate, AND, OR, XOR, and their inverses.
LSB – least significant bit or byte.
LSI – large scale integration
Machine language – native code for a particular computer hardware.
Mainframe – a computer you can’t lift.
Mantissa – significant digits (as opposed to the exponent) of a floating point value.
Master-slave – control process with one element in charge. Master status may be exchanged among elements.
Math operation – generally, add, subtract, multiply, divide.
Mega - $10^6$ or $2^{20}$
MHz – megahertz, one million cycles per second.
Microcode – hardware level data structures to translate machine instructions into sequences of circuit level operations.
Microcontroller – microprocessor with included memory and/or I/O.
Microprocessor – a monolithic CPU on a chip.
Microprogramming – modifying the microcode,
Minicomputer – smaller than a mainframe, larger than a pc.
MIPS – millions of instructions per second; sometimes used as a measure of throughput.
Modem – modulator/demodulator; digital communications interface for analog channels.
MSB – most significant bit or byte.
Multiplex – combining signals on a communication channel by sampling.

Mux - multiplex

NAN – not-a-number; invalid bit pattern.

NAND – negated (or inverse) AND function.

NASA – National Aeronautics and Space Administration.

NDA – non-disclosure agreement; legal agreement protecting IP.

Negate – logical operation on data; changes the state.

Nibble – 4 bits, ½ byte.

NIST – National Institute of Standards and Technology (US), previously, National Bureau of Standards.

NMI – non-maskable interrupt; cannot be ignored by the software.

NMOS – negative metal oxide semiconductor.

NOR – negated (or inverse) OR function

Normalized number – in the proper format for floating point representation.

NRE – non-recurring engineering; one-time costs for a project.

Null modem – acting as two modems, wired back to back. Artifact of the RS-232 standard.

NVM – non-volatile memory.

Nxor – logical operation on data; negated XOR.

Nyquist rate – in communications, the minimum sampling rate, equal to twice the highest frequency in the signal.

Octal – base 8 number.

Off-the-shelf – commercially available; not custom.

Opcode – part of a machine language instruction that specifies the operation to be performed.

OR – logical operation on data; output is true if either or both inputs are true.

Overflow - the result of an arithmetic operation exceeds the capacity of the destination.

Paradigm – a pattern or model

Paradigm shift – a change from one paradigm to another. Disruptive or evolutionary.

Parallel – multiple operations or communication proceeding simultaneously.

Parity – an error detecting mechanism involving an extra check bit in the word.

PC – personal computer, politically correct, program counter.

PCB – printed circuit board.

Pic – a microcontroller from Microchip Technology.

Pinout – mapping of signals to I/O pins of a device.
PLC – Programmable logic controller, embedded device for automation.
PLD – programmable logic device; generic gate-level part that can be programmed for a function.
Pooling – periodic checking
PROM – programmable read-only memory.
PMOS – positive metal oxide semiconductor.
PWM – pulse width modulation – digital technique for motor control.
Quad word – four words. If word = 16 bits, quad word is 64 bits.
Queue – first in, first out data buffer structure; hardware of software.
Rad – unit of absorbed radiation dose; 100 ergs per gram; also, radian, angular measurement.
Radix point – separates integer and fractional parts of a real number.
RALU – registers and arithmetic logic unit
RAM – random access memory; any item can be access in the same time as any other.
RAS – Row address strobe, in DRAM refresh.
Register – temporary storage location for a data item.
Reset – signal and process that returns the hardware to a known, defined state.
RISC – reduced instruction set computer.
ROM – read only memory.
Real-time – system that responds to events in a predictable, bounded time.
Refresh – restore the contents of DRAM.
Register – small, fast memory for storing intermediate and temporary results.
SAM – sequential access memory, like a magnetic tape.
Self-modifying code – computer code that modifies itself as it run; hard to debug
Semiconductor – material with electrical characteristics between conductors and insulators; basis of current technology processor and memory devices.
Semaphore –signaling element among processes.
Serial – bit by bit.
Seu – single event upset; radiation induced upset in a device.
Shift – move one bit position to the left or right in a word.
Sign-magnitude – number representation with a specific sign bit.
Signed number – representation with a value and a numeric sign.
SOC – system on chip
SoS – silicon on Sapphire (substrate)
Software – set of instructions and data to tell a computer what to do.
SRAM – static random access memory.
Stack – first in, last out data structure. Can be hardware or software.
Stack pointer – a reference pointer to the top of the stack.
State machine – model of sequential processes.
Synchronous – using the same clock to coordinate operations.
System – a collection of interacting elements and relationships with a specific behavior.
Test-and-set – coordination mechanism for multiple processes that allows reading to a location and writing it in a non-interruptible manner.
TCP/IP – transmission control protocol/internet protocol; layered set of protocols for networks.
TMR – Triple Modular Redundancy; an error control mechanism using redundant components.
Transceiver – receiver and transmitter in one box.
TRAP – exception or fault handling mechanism in a computer; an operating system component.
Triplicate – using three copies (of hardware, software, messaging, power supplies, etc.) for redundancy and error control.
Tristate logic – has two logic states, plus an “off” or high impedance state.
TTL – transistor-transistor logic in digital integrated circuits. (1963)
UART – universal asynchronous receiver-transmitter. Parallel-to-serial; serial-to parallel device with handshaking.
USART – universal synchronous (or) asynchronous receiver/transmitter.
Underflow – the result of an arithmetic operation is smaller than the smallest representable number.
USAF – United States Air Force.
Unsigned number – a number without a numeric sign.
UvPROM – field programmable memory that can be erased by exposure to ultraviolet light.
Vector – single dimensional array of values.
VHDL – very high level description language; a language to describe integrated circuits andasic/fpga’s.
Via – vertical conducting pathway through an insulating layer in a semiconductor.
Von Neumann, John, a computer pioneer and mathematician; realized that computer instructions are data.
Watchdog – hardware/software function to sanity check the hardware, software, and process; applies corrective action if a fault is detected; fail-safe mechanism.
Wiki – the Hawaiian word for “quick.” Refers to a collaborative content website.
Word – a collection of bits of any size; does not have to be a power of two.
Write-only – of no interest.
XOR – exclusive OR; either but not both.
Zener – voltage reference diode.
Zero address – architecture using implicit addressing, like a stack.
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